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Figure 1: Our method obtains a high-quality 3D reconstruction from an RGB-D input sequence by training a multi-layer perceptron. The core idea is to reformulate the neural radiance field definition in NeRF [37], and replace it with a differentiable rendering formulation based on signed distance fields which is specifically tailored to geometry reconstruction.

Abstract

In this work, we explore how to leverage the success of implicit novel view synthesis methods for surface reconstruction. Methods which learn a neural radiance field have shown amazing image synthesis results, but the underlying geometry representation is only a coarse approximation of the real geometry. We demonstrate how depth measurements can be incorporated into the radiance field formulation to produce more detailed and complete reconstruction results than using methods based on either color or depth data alone. In contrast to a density field as the underlying geometry representation, we propose to learn a deep neural network which stores a truncated signed distance field. Using this representation, we show that one can still leverage differentiable volume rendering to estimate color values of the observed images during training to compute a reconstruction loss. This is beneficial for learning the signed distance field in regions with missing depth measurements. Furthermore, we correct misalignment errors of the camera, improving the overall reconstruction quality. In several experiments, we showcase our method and compare to existing works on classical RGB-D fusion and learned representations.

1. Introduction

Research on neural networks for scene representations and image synthesis has made impressive progress in recent years [54]. Methods that learn volumetric representations [37, 31] from color images captured by a smartphone camera can be employed to synthesize near photo-realistic images from novel viewpoints. While the focus of these methods lies on the reproduction of color images, they are not able to reconstruct metric and clean (noise-free) meshes. To overcome these limitations, we show that there is a significant advantage in taking additional range measurements from consumer-level depth cameras into account. Inexpen-
sive depth cameras are broadly accessible and are also built into modern smartphones. While classical reconstruction methods [6, 22, 39] that purely rely on depth measurements struggle with the limitations of physical sensors (noise, limited range, transparent objects, etc.), a NeRF-based reconstruction formulation allows to also leverage the dense color information. Methods like BundleFusion [8] take advantage of color observations to compute sparse SIFT [33] features for re-localization and refinement of camera poses (loop closure). For the actual geometry reconstruction (volumetric fusion), only the depth maps are taken into account. Missing depth measurements in these maps, lead to holes and incomplete geometry in the reconstruction. This limitation is also shared by learned surface reconstruction methods that only rely on the range data [36, 49]. In contrast, our method is able to reconstruct geometry in regions where only color information is available. Specifically, we adapt the neural radiance field formulation of Mildenhall et al. [37] to learn a truncated signed distance field (TSDF), while still being able to leverage differentiable volumetric integration for color reproduction. To compensate wrong initial camera alignments which we compute based on the depth measurements, we jointly optimize our scene representation network with the camera poses. The implicit function represented by the scene representation network allows us to predict signed distance values at arbitrary points in space which is used to extract a mesh using marching cubes.

In summary, our work proposes an RGB-D based scene reconstruction method that leverages both dense color and depth observations. It is based on an effective incorporation of depth measurements into the training of a neural radiance field using a signed distance representation to store the scene geometry. Comparisons to state-of-the-art scene reconstruction methods show that our approach improves the quality of geometry reconstructions both qualitatively and quantitatively.

2. Related Work

Our approach reconstructs geometry from a sequence of RGB-D frames, leveraging both dense color and depth information. In the following, we will outline the literature that is related to our approach.

3D reconstruction methods. A common strategy for 3D reconstruction is stereo matching from two or multiple color views [44, 18]. Such techniques assume knowledge of the camera alignment which can be estimated using Structure-from-Motion [45] or SLAM [11, 10, 13] methods. Multi-view stereo techniques may use disjoint representations, like oriented patches [15], volumes [28], or meshes [20] to reconstruct the scene or object. Other approaches rely on fusing multiple depth measurements from range scanners [6] using signed distance functions. KinectFusion [38] combines such representation with real-time tracking to reconstruct scenes in real-time. It has been extended by VoxelHashing [39] to handle large scenes. BundleFusion [8] builds on top of VoxelHashing and leverages offline computation to further refine the camera poses and the recovered model to solve the loop closure problem.

Deep learning for 3D reconstruction. The advent of convolutional neural networks has enabled incorporating higher-level priors and reasoning to 3D reconstruction pipelines. Monocular depth estimation [29, 17, 14] learns how to estimate the depth of a single view by learning from a large dataset of RGB-D images or stereo pairs. Multi-view stereo can be learned using 3D CNNs on voxel grids [23, 59], or multi-plane images [12]. Large synthetic shape datasets [4] enable modeling object categories, where generative models can be used for single view reconstruction [53, 58]. Neural Volumes [31] uses a Variational Autoencoder [26] to decompose a dynamic scene into a template represented in a voxel grid, and a deformation field. Other methods use 2D CNNs to extract useful features for 3D reconstruction, like normals, or shading [62]. 3D reconstruction models can also be combined with conditional GANs [21], to perform deferred rendering on an estimated mesh [55] or reconstruction using a voxel grid [50].

Coordinate-based models. Most recently a new family of models has become popular. These models represent scenes in the weights of a network, containing only fully connected layers, i.e. a multi-layer perceptron (MLP) [54]. Such models take as input the coordinates of a 3D location in the world, and output various fields of scalar and vector values. Coordinate-based models can represent shapes by modeling signed distance fields [40] and occupancy values [36]. Scene Representation Networks [51] combine such representations with a learned renderer implemented as a recurrent neural network, that marches rays through the scene. PFu [42] and PFuHD [43] propose to estimate a pixel-aligned implicit function to reconstruct human bodies from single images.

Most recently, Mildenhall et al. [37] proposed representing a scene as a neural radiance field (NeRF) using a coordinate-based model, that outputs a density and color for each 3D point. These values can then be rendered using traditional volume rendering integrals [35]. A key component of their technique is a positional encoding layer, that uses sinusoidal functions to improve the learning properties of the MLP. Alternatives to the positional encodings such as Fourier features [52] or sinusoidal activation layers [49] have been proposed. NeRFs have been extended to handle in-the-wild data with different lighting and occluders [34], dynamic scenes [30, 41], avatars [16], and adapted
for generative modeling [3, 48] and image-based rendering [61, 56]. Others have focused on resectioning a camera given a learned NeRF [60], and optimizing for the camera poses while learning a NeRF [57]. Our work is the first one to incorporate depth measurements in NeRF, and also proposes a camera refinement scheme to further improve the quality of alignment.

3. Method

We propose an optimization-based approach for geometry reconstruction that uses a deep neural network as the scene representation. Specifically, we assume an RGB-D sequence of a consumer-level camera as input (e.g., from a Microsoft Kinect). We leverage both the N color frames $I_i$ as well as the corresponding depth frames $D_i$. As an initialization, we obtain camera poses $T_i$ using BundleFusion [8] which uses SIFT features detected in the color images to refine the sequential depth-based frame-by-frame tracking of VoxelHashing [39]. Using this input data, we optimize a continuous volumetric representation of the scene that stores the radiance as well as a truncated signed distance per point. Differentiable volumetric integration of the radiance values [35] is applied to compute color images from this representation, as illustrated in Fig. 2. We globally optimize the scene representation across all frames, based on color and depth reconstruction energies. We show that the combination of a TSDF-based geometry representation and volumetric rendering is a key aspect for reconstructing parts of the geometry for which no depth measurements were captured by the sensor. Since camera calibration and pose estimation are prone to errors, we allow for corrections of both intrinsic and extrinsic camera parameters. At evaluation time, we use Marching Cubes [32] to extract a triangle mesh from the optimized implicit scene representation.

3.1. Scene Representation

We build upon the work of Mildenhall et al. [37] and represent scenes with a multi-layer perceptron (MLP). The MLP can be queried at arbitrary positions $\vec{p}_i$ in space to compute a truncated signed distance value $D_i$ and a radiance value $c_i$. Similar to [37], we observe an improvement in the quality of results after applying sinusoidal positional encodings $\gamma(\vec{p}_i)$ and $\gamma(\vec{d})$ to the queried 3D points and view directions.

Inspired by the recent success of volumetric integration in neural rendering, we render color as a weighted sum of radiance values sampled near the object surface. Instead of computing the weights as probabilities of light reflecting at a given sample point based on the density of the medium, we compute weights directly from signed distance values as the product of two sigmoid functions:

$$w_i = \sigma(s \cdot D_i) \cdot \sigma(-s \cdot D_i).$$  

This bell-shaped function has its peak at the surface, i.e. at the zero-crossing of the signed distance values. The factor $s$ controls how quickly the values fall to zero as the distance from the surface increases. We set $s = 20$ in our experiments. The color along a specific ray is approximated as a weighted sum of the $K$ sampled colors:

$$C = \frac{1}{K} \sum_{i=0}^{K-1} w_i \cdot c_i.$$  

This scheme gives the highest integration weight to the point on the surface, while points farther away from the surface have lower weights. Although such an approach is not derived from a physically-based rendering model, as is the case with volumetric integration over density values, it represents an elegant way to render color in a signed distance field in a differentiable manner, and we show that it helps deduce depth values through a photometric loss (see Sec. 4). We observe better reconstruction results than with a density-based volumetric approach such as [37]. In particular, this approach allows to always predict hard boundaries between occupied and free space, instead of using the density to model partially transparent blobs that explain view-dependent effects, which lead to noisy reconstructions.

Network Architecture Our network is composed of two MLPs as depicted in Fig. 2. The first MLP takes only the encoding of a queried 3D point $\vec{p}$ as input and outputs the truncated signed distance $D_i$ to the nearest surface. The task of the second MLP is to produce surface color values for a given view direction $\vec{d}$. To this end, we concatenate the positional encoding of the view direction $\gamma(\vec{d})$ for which to produce color, and a 2-dimensional appearance latent code to the output of the final layer of the first MLP and pass the concatenated data to the second MLP. The view vector allows our method to deal with view-dependent effects like specular highlights, which would otherwise have to be modeled by deforming the geometry. Since color data is often subject to varying exposure or white-balance, we learn the latent appearance code vector for each frame in the input data to mitigate this issue [34].

Camera Correction The camera poses $T_i$ consist of a rotation in Euler angle representation and a translation vector, resulting in 6 parameters per frame which are initialized with BundleFusion poses and refined during the joint optimization. Inspired by [63], an additional 2D deformation field of the camera pixel space in form of a 6-layer ReLU MLP is added to account for possible distortions in the input images or inaccuracies of the intrinsic camera parameters. Note that this correction field is the same for every frame. During optimization, camera rays are first shifted with the
2D vector retrieved from the deformation field, before being transformed to world space using the camera pose \( T_s \). Finally, sample points are drawn on the corrected rays.

### 3.2. Optimization

We optimize our scene representation network by randomly sampling a batch of \( P_b \) pixels from the input dataset of color and depth images. For each pixel \( p \) in the batch, a ray is generated using its corresponding camera pose. \( S_p \) sample points are generated on the ray. Our global objective function \( \mathcal{L}(P) \) is minimized w.r.t. the unknown parameters \( P \) (the network parameters \( \Theta \) and the camera poses \( T_i \)) over all \( B \) input batches and is defined as:

\[
\mathcal{L}(P) = \sum_{b=0}^{B-1} \lambda_1 \mathcal{L}_{rgb}^b(P) + \lambda_2 \mathcal{L}_{fs}^b(P) + \lambda_3 \mathcal{L}_{tr}^b(P).
\] (3)

\( \mathcal{L}_{rgb}^b(P) \) measures the squared difference between the observed pixel colors \( \hat{C}_p \) and predicted pixel colors \( C_p \) of the \( b \)-th batch of rays:

\[
\mathcal{L}_{rgb}^b(P) = \frac{1}{|P_b|} \sum_{p \in P_b} (C_p - \hat{C}_p)^2.
\] (4)

\( \mathcal{L}_{fs}^b(P) \) is a 'free-space' objective, which forces the MLP to predict a value of 1 for samples \( s \in S_p^f \) which lie between the camera origin and the truncation region of a surface:

\[
\mathcal{L}_{fs}^b(P) = \frac{1}{|P_b|} \sum_{p \in P_b} \frac{1}{|S_p^f|} \sum_{s \in S_p^f} (D_s - 1)^2.
\] (5)

For samples within the truncation region \( s \in S_p^t \), we apply \( \mathcal{L}_{tr}^b(P) \), the signed distance objective of samples close to the surface.

\[
\mathcal{L}_{tr}^b(P) = \frac{1}{|P_b|} \sum_{p \in P_b} \frac{1}{|S_p^t|} \sum_{s \in S_p^t} (D_s - \hat{D}_s)^2.
\] (6)

In our experiments, we use a truncation region of 5 cm which we internally map to a range of \([-1, 1]\) (1 for samples in front of the surface, to \(-1\) for sample points behind the surface).

The \( S_p \) sample points on the ray are generated in two steps. In the first step \( S_p^t \) sample points are generated on the ray using stratified sampling. Evaluating the MLP on these \( S_p^t \) sample points allows us to get a coarse estimate for the ray depth by explicitly searching for the zero-crossing in the predicted signed distance values. In the second step, another \( S_p^f \) sample points are generated around the zero-crossing and a second forward pass of the MLP is performed with these additional samples. The output of the MLP is concatenated to the output from the first step and color is integrated using all \( S_p^t + S_p^f \) samples, before computing the objective loss. It is important that the sampling rate in the first step is high enough to produce samples within the truncation region of the signed distance field, otherwise the zero-crossing may be missed.

We implement our method in Tensorflow using the ADAM optimizer with a learning rate of \( 5 \times 10^{-4} \). We set the loss weights to \( \lambda_1 = 0.1, \lambda_2 = 10 \) and \( \lambda_3 = 6 \times 10^4 \). We train all of our experiments for \( 2 \times 10^3 \) iterations, where
in each iteration we compute the gradient w.r.t. $|P_b| = 1024$ randomly chosen rays. We set number of $S_f' = 16$. $S_c'$ is chosen so that there is on average one sample for every 1.5 cm of the ray length. The ray length itself needs to be greater than the largest distance in the scene that is to be reconstructed and ranges from 4 to 8 meters in our scenes.

4. Results

In the following, we evaluate our method on real, as well as on synthetic data. For the shown results, we use Marching Cubes [32] with a spatial resolution of 1 cm to extract a mesh from the reconstructed signed distance function.

**Results on real data.** We test our method on the ScanNet dataset [7] which provides RGB-D sequences of room-scale scenes. The data has been captured with a StructureIO camera which provides quality similar to that of a Kinect v1. The depth measurements are noisy and often miss structures like chair legs or other thin geometry. To this end our method proposes the additional usage of a dense color reconstruction loss, since regions that are missed by the range sensor are often captured by the color camera. To compensate for the exposure and white balancing of the used camera, our approach learns a per-frame latent code as proposed in [34]. In Fig. 4, we compare our method to the original ScanNet BundleFusion reconstructions which often suffer from severe camera pose misalignment. Our approach jointly optimizes for the scene representation network as well as the camera poses, leading to substantially reduced misalignment artifacts in the reconstructed geometry. In Fig. 3, we show that with the help of the photometric loss, the MLP can predict valid signed distance values in areas with no depth measurements (e.g., stool legs).

**Quantitative evaluation.** We perform a quantitative evaluation of our method on a synthetic scene\(^1\) for which the ground truth geometry and a camera trajectory of 1676 frames are known. For each frame of the trajectory we render a photo-realistic image using Blender [5, 9]. We apply noise and artifacts, similar to those of a depth sensor, to the ground truth depth maps [1, 2, 19]. These depth maps are then given as input to BundleFusion [8] to compute a geometry reconstruction and estimate the trajectory poses. Using these poses as initialization, we train our method to learn the TSDF based on the noisy input depth and the rendered color images.

In addition to a comparison with BundleFusion, we compare our results to two other methods that use both color and depth data to reconstruct geometry. The first one is a NeRF network trained with an additional depth loss. NeRF proposes using the expected ray termination distance as a way to visualize the depth of the scene. In our baseline, we add an additional loss to NeRF where this value is compared against the input depth using an L2 loss. Note that this baseline still uses NeRF’s density field to represent geometry. The other method is a combination of COLMAP [45, 46, 47] and screened Poisson surface reconstruction [24]. Camera pose estimates from COLMAP are used to project all depth maps back to world space. Screened Poisson surface reconstruction is performed on the resulting point cloud to produce a mesh. Tab. 1 presents a numerical comparison between our method and the baseline approaches. The scene used for this evaluation is shown in Fig. 6.

**Ablation studies.** We conduct several ablation studies to justify our choice of network architecture and training parameters. In Fig. 7, we show how different components of

\(^1\)Synthetic scene downloaded from: https://blendswap.com/blend/5014
Figure 4: We compare our reconstructions with the original Scannet reconstructions of scenes 2, 12 and 50. Our method significantly reduces geometry misalignment and reconstructs geometry in regions where depth measurements were missing, such as the TV in the first row.
Figure 5: Our method improves the camera alignment over the baseline, as visible in the tiles of the floor. The additional distortion correction in image space, results in straight and aligned edges in the reconstruction.

Figure 6: The first column shows a rendered frame from the recorded trajectory, along with the ground truth geometry. In the second and third column we show geometry that was reconstructed with baseline methods and our method. The BundleFusion reconstruction is incomplete in some regions, screened Poisson attempts to fit noise in the depth data, while the NeRF reconstruction suffers from noise in the density field. Our method manages to fill in gaps in geometry, while maintaining the smoothness of classic fusion approaches.

our method affect the geometry reconstruction. In particular, we justify our choice of moving from a density-based representation to a signed distance field. While representing scenes with a density field works great for color integration, extracting the geometry itself is a challenging problem. Although small variations in density may not affect the integrated color much, they cause visible noise in the extracted geometry and produce floating artifacts in free space. These artifacts can be reduced by choosing a different isolevel for geometry extraction with marching cubes, but this leads to a less complete reconstruction. In contrast, a signed distance field can model a smooth boundary between occupied and free space and we show that it can be faithfully represented by an MLP. However, the reconstruction quality is still limited by the provided camera poses. Optimizing for pose corrections further improves the quality of our reconstructions.

Figure 5 showcases the effects of our camera pose and distortion correction compared to BundleFusion. Blurry frames and sparse features lead to systematic camera pose errors in BundleFusion. Our method attempts to improve both the camera poses and the camera distortion model, and is able to bring the scene content into better alignment, thus achieving higher reconstruction quality.
Figure 7: We compare our model without pose optimization and our full model with both the pose estimation and distortion correction to BundleFusion and a NeRF trained with depth supervision in scenes 2, 5, 12 and 50 of the ScanNet dataset. Our model without pose optimization recovers smoother meshes, but still suffers from misalignment artifacts, which are solved by our full model to recover a clean reconstruction.

Limitations and future work. The primary limitation of our method is its speed. Compared to classical fusion approaches, training a neural network to learn a signed distance field is several orders of magnitudes slower. A neural network requires only a fraction of the memory that an explicit voxel grid requires, but this comes at the cost of missing high-frequency local detail in very large scenes. Nevertheless, we hope to inspire future work in this area. We believe that there is significant potential in using neural rendering approaches to improve geometry reconstruction. One avenue worth exploring is the use of local models to improve sharpness and local detail. We also believe that novel view synthesis itself can benefit from better underlying geometry models and hope to see further research in this direction.

5. Conclusion

We have presented a new method for 3D surface reconstruction from RGB-D sequences by leveraging the recent success of implicit novel synthesis techniques. Instead of learning neural radiance fields with densities as geometric representation, we re-formulate the approach to use a truncated signed distance representation. This allows us to efficiently incorporate depth observations while still benefitting from the differentiable volumetric rendering of the original radiance field formulation. As a result, we obtain high-quality surface reconstructions, outperforming existing works on traditional RGB-D fusion as well as learned representations. Overall, we believe our work is a stepping stone towards leveraging the success of implicit, differentiable representations for 3D surface reconstruction.
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Figure 8: Our method obtains a high-quality 3D reconstruction from an RGB-D input sequence by training a multi-layer perceptron. In comparison to state-of-the-art methods like BundleFusion [8] or the theoretical NeRF [37] with additional depth constraints, our approach results in cleaner and more complete reconstructions. As can be seen, the pose optimization of our approach is key to resolving misalignment artifacts.

APPENDIX

In this appendix we show an ablation study on additional scenes from the ScanNet dataset (see Fig. 8). For the purpose of reproducibility, we also provide further details on the parameters that were used for optimization in each of the scenes.

A. Implementation Details

We implement our method in TensorFlow v2.4.1 using the ADAM [25] optimizer with a learning rate of $5 \times 10^{-4}$ and an exponential learning rate decay of $10^{-1}$ over $2.5 \times 10^5$ iterations. In each iteration, we compute a gradient w.r.t. $|\mathbf{P}| = 1024$ randomly chosen rays. We set number of $S'_c$ samples to 16. $S'_c$ is chosen so that there is on average one sample for every 1.5 cm of the ray length. Tab. 2 gives an overview of ray length and number of samples for each of the experiments. Internally, we translate and scale each scene so that it lies within a $[-1,1]^3$ cube. Depending on scene size, our method takes between 15 and 25 hours to converge on a single Nvidia RTX 2080 Ti.

We set the loss weights to $\lambda_1 = 0.1$, $\lambda_2 = 10$ and $\lambda_3 = 6 \times 10^3$. We use 8 bands for the positional encoding of the point coordinates and 4 bands to encode the view direction vector. To account for possible distortions or inaccuracies of the intrinsic parameters, a 2D deformation field of the camera pixel space in form of a 6-layer MLP, with a width of 128, is added.

<table>
<thead>
<tr>
<th>Scene</th>
<th>$S'_c$</th>
<th>ray length (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scene 0</td>
<td>512</td>
<td>8</td>
</tr>
<tr>
<td>Scene 2</td>
<td>256</td>
<td>4</td>
</tr>
<tr>
<td>Scene 5</td>
<td>256</td>
<td>4</td>
</tr>
<tr>
<td>Scene 12</td>
<td>320</td>
<td>5</td>
</tr>
<tr>
<td>Scene 24</td>
<td>512</td>
<td>8</td>
</tr>
<tr>
<td>Scene 50</td>
<td>256</td>
<td>4</td>
</tr>
<tr>
<td>Scene 54</td>
<td>256</td>
<td>4</td>
</tr>
<tr>
<td>Synthetic</td>
<td>512</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 2: We list the number of samples $S'_c$ and the ray length in meters that were used to reconstruct each of the ScanNet scenes and the synthetic scene. Note that these settings are dependent on the scene size.